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Abstract

Reciprocity is a subtle but influential elementmiaintaining relationships in business dealings.
However, empirical research on the effects of meaipy is scarce due to the challenge of data
availability. In this paper, we fill the gap by emening the stock recommendations issued by
“dependent” analysts affiliated with securities enwriters who rely on other major
underwriters’ invitations to be in syndicates. Wedfthat dependent analysts delay releasing
negative information of other major underwriteréots, despite the fact that these dependent
analysts’ affiliated underwriters do not receivedd from those clients. We also document
temporary retaliation by major underwriters whepetalent analysts deviate from such

expected reciprocity.
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1. Introduction

A concern of investors when interpreting analyporés is that analyst recommendations
about firms depend on the relationships betweeiatiaéysts’ banks and the firms being
analyzed. This widely-reported conflict of intereshtradicts the notion that analysts are
unbiased and that their reports can be trusteddrket participants who do not fully understand
the relationships between analysts and the firmg tdover: To make matters worse for
investors, the financial services industry contaetvorks of relationships between institutions
that could influence participants’ behaviors. Whilere are good reasons for these relationships,
their existence potentially leads institutions &have in a reciprocal manner to maintain the
relationshipg. The desire to be reciprocal could lead to colle@siehavior that undermines the
functions of financial servicesln fact, the possibility of ‘reciprocity’ in invésent banking has
raised concerns among regulators, the Financiatl@ruthority in U.K. has launched an
investigation that scrutinizes the practices offexity among European banks. In this paper,
we analyze the extent to which reciprocity affetalyst recommendations and compromises

the usefulness of the information they produce.

Recent research in economics has suggested tlinatiunals tend to display “reciprocity,”
which “assumes that a player cares about the intedf her opponent. If she feels treated

kindly, she wants to return the favor and be nickdr opponent. If she feels treated badly, she

! Lin and McNichols (1998) was the original studycdmenting the bias of analysts’ recommendationsiding
on the investment banking relationship betweerattayst and the firm. Besides the conflict of ietrdue to
underwriting fees, subsequent work, such as CoBewnysberg, and Healy (2006), also show that arabket be
pressured to generate more trading commissionssoyrig optimistic reports.

2 Such relationships could enhance financial sesviaaging from securities underwriting, syndicateding, to
venture capital investing. See, for example, Hoopbigungqvist, and Lu (2007).

3 See “European Banks’ Reciprocity Draws Scrutingnks give work to competitors partly based on haveimn
business they receive in return,” by David Enriold &hayndi Raice, Wall Street Journal, March 15201
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wants to hurt her opponertt.The tendency of individuals toward reciprocity gatentially lead
toward implicit collusion, especially in settingswhich people have to interact in multiple
dimensions. Such a setting is the financial sesviodustry, since there are multiple networks in
which banks interact, so have incentives to devalogriprocal relationship with one another.
One area where we can observe the empirical imitaof this behavior is in the analyst

recommendations.

In the securities underwriting markets, deals dienoorganized by prominent
underwriters who invite other underwriters to papate in the syndicates based on either issuing
firms’ requests or past syndication relationsiigdowever, not all underwriters have the
capacity to originate their own deals and recip@carrespondingly by deal opportunities,
instead they have to rely on other major undervgitavitations to be in syndicates. This
reliance can give rise to expected reciprocitytireo dimension of business, i.e., it is possible
that major underwriters anticipate analysts of éhegdicate members to curry favor their
reports on the major underwriters’ clients even wegndicate members do not receive

underwriting fees from the covered firms.

To test this proposition, we consider a samplerofd that have been sued for alleged
financial misreporting, and examine the timelinesdowngrades issued by analysts bearing
different degrees of reciprocal pressure. We ifigbtinks that have syndication relationships

with major banks but do not have capacity to areashepls and do not serve major banks’ clients

4 See Fehr and Schmidt (2003) for this quote.

5 Although extant literature documented the confiicinterest of affiliated analysts, other studiéso provide
evidence that sell-side analysts channel informétiom firms to investors. Gurun, Johnston, and hd&ar(2016)
focus on debt analysts and find that timely depores enhance market efficiency by inducing quidkading and
greater return responses. Using scenario-basetyemluiations, Joos, Piotroski, and Srinivasan @&how that
analysts’ assessments of state-contingent valuetik@ppear to be unbiased.

5 See, for example, Corwin and Schultz (2005).



in securities underwritingWe evaluate whether analysts working for a bartk siich a
syndication relationship affects their recommerateti While the existing literature focuses on
potential biases from “affiliated” analysts, whonkdor banks that underwrite the covered

firm’s securities, we consider the possibility thaalysts adjust their recommendations because
of reciprocity between banks. Our reciprocal pressiypothesis predicts the following: analysts
working for banks that are susceptible to reciprpcassure behave more like affiliated analysts
in delaying downgrades of sued firms. Thereforeyefer to these reciprocity pressured analysts
as “dependent” analysts. In contrast, independaatiysts should provide downgrades of sued

firms more promptly than affiliated analysts.

Our evidence suggests that such reciprocity ekidtse financial services industry.
Specifically, our analysis shows that dependenlyatsadid not provide more prompt
downgrades on sued firms than affiliated analystiependent analysts issued downgrades
significantly earlier by about 26% of the duratifrthe class period (about 77 days) than
affiliated analyst$.These findings are consistent with our conjecthia¢ dependent analysts are

more susceptible to reciprocal pressure than inuigr@ analysts.

In addition, major underwriters appear to retalegainst uncooperative syndicate
members. In particular, when dependent analystatefrom expected reciprocity by
downgrading sued firms earlier than the analysth@if underwriters, these major underwriters

retaliate by reducing syndicate invitations. We suga the intensity of syndicate invitation by

7 We label these banks as co-manager syndicate irapnks analysis. The definitions of analyst/bayets can be
found in Panel A of Appendix Aln Figure 1, we illustrate the relationships ofg@dank types.

8 Each lawsuit filing provides two critical dateketclass period starting date (a proxy for theisgdate of the
covered firm’s wrongdoings) and the class periodirggndate (a proxy for the date that wrongdoingswsually
uncovered). We use this class period—lasting onageeabout one year—to analyze information produadby
analysts prior to public knowledge about the wrasigds. Although the class period of a lawsuit irasonable
proxy for private corporate wrongdoing period, éyrsuffer from the problem of statute of limitatioWe address
this issue in Section 4.3.3.



aggregating all equity deal amounts that an inviiaek participates in a major underwriter’s
syndicates during an event window. This aggregatedber for the invitee is then scaled as a
percentage of the major underwriter’s total deabants during the same period. We conduct
difference-in-differences (DID) test relative tonatched sample for the one-year and three-year
windows surrounding the uncooperative downgradesfid that, on average, major
underwriters significantly reduce syndicate invaas by 4.9% for the one-year window. This
finding is also economically significant because #iverage syndication relationships is about
14%. However, the result for the three-year windewot significant. It appears that the
retaliation is only temporary. In contrast, suctaliation is not observed toward banks affiliated

with independent analysts who appear to be momepieiaident in the first place.

Furthermore, we find significant changes in theetimess of downgrades following the
Global Settlement and the adoption of NASD Rulel2Tthich aim to improve analyst
independence. We document that affiliated analyggtsoved their promptness in disseminating
negative information by more than 70% of the claessod duration. The dependent analysts also
became more prompt in downgrading sued firms are we longer later than the independent
analysts. It appears that Rule 2711 not only resitioe direct conflict of interest of client
pressure between underwriters and securities igs$ums but also the more subtle reciprocal
pressure between major underwriters and syndicatelbmars. These results suggest that
reciprocity is an important element of banking tielaships and affects banking actions to a

much greater degree than the literature has preliaocumented.

Our paper fits into the literature addressing tiWwing general research question: How
do institutions work with and affect each other?sTik an important question but empirical

evidence is scarce. However, studies of this seremerging in the literature. For example,



Baum, Bowers, and Mohanram (2016) examine the tefflemutual forbearance—a reduction in
competition due to familiarity and deterrence—ameegurities analysts covering multiple
stocks in common with their rivals. In contrast, previde evidence to show that reciprocity has
significant effects on the behaviors of financradtitutions and such incentives can affect
information production of their analysts. Anoth&ample is Hochberg, Ljungqvist, and Lu
(2010). They show that strong networks among ine@mhlenture capitalists restrict entry, thus,
increase their bargaining power over entreprendimsy also document a retaliation behavior
that incumbents freeze out other incumbents whititete entry into their market.

Furthermore, our analysis adds to growing litemathat looks beyond traditional analyst
studies. For example, Brochet, Miller, and Srinara§2014) study the relationships between
analysts and CEOs/CFOs of covered firms. Our pfmpeises on the relationships among
syndicate members of securities underwriting aedpittential impacts of such relationships on
analyst behavior.

By using the securities lawsuits, we provide tingt fanalysis of the timeliness of analysts'
recommendations during negative events prior tdipalvareness of the events. Most of the
prior studies on analysts' conflicts of interestdnbeen focused on earnings forecasts accuracy
and biases in stock recommendatidiihiere is little extant research on how analystsflicts of
interest affect the timeliness of information ttfegy provide. Exceptions are O’Brien,
McNichols, and Lin (2005), who document that affiéid analysts downgrade significantly more
slowly than unaffiliated analysts after IPOs and>dSEHowever, there are no particular private

information events following equity issuance initrstudy. In contrast, the class periods of

® We find that, in general, independent analystsideothe least optimistic recommendations, follovogd
dependent analysts whose recommendations tenddoder to those of affiliated analysts, i.e., thest optimistic
group. This pattern is consistent with our reciptqressure hypothesis. However, it exists in Isotbd and
matched samples. Therefore, we do not pursue thgsas along this dimension, instead we focus enctimnges of
recommendations and the timeliness of downgrades.
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securities lawsuits provide unique windows of cogpe wrongdoings when the public is not
aware of such actions. Without the class peridds Mery challenging to examine timeliness of
recommendations in a meaningful way. We also beltbat it is essential to examine how
timely analysts disseminategative privatenformation, since this channel will greatly
contribute to a fair and efficient market.

Finally, the analysis surrounding the adoption &3SID Rule 2711 enhances the
understanding on the effects of this rule. For gdanChen and Chen (2009) focus on the
improvement of stock recommendations reflectingnéirfundamental values. Kadan et al.
(2009) document the declining optimism of affilidi@nalysts and a massive shift of rating
mechanisms from a five tier to a three tier syssammounding the summer of 2002, which also
reduces the quality of information. Therefore, ltw@er optimism documented by prior literature
can also be driven by this loss of information. @oalysis examining the promptness of analysts
in disseminating unfavorable information is lesscaptible to the shift in rating mechanisms.

The remainder of the paper is organized as folldwSection 2, we elaborate on our
testable hypotheses. Section 3 describes the ddtaasiables. Section 4 presents the empirical
results, and section 5 concludes the paper.

2. Hypothesis Development and Refining the Classifation of Analysts

Different from the prior literature that has bdeoused on how receiving underwriting
fees from client firms imposes a conflict of int&reroblem for investment banks, we investigate
an under-researched factor—reciprocity among firgiestitutions—and its economic
consequences. Studies of reciprocity in econorngcaliure are fairly recent compared to the
standard economic theory focuses on the self-ist@feagents. This line of research was

originated by Rabin (1993), who observes that petgid to behave reciprocally, i.e., we return



kindness to kindness and retaliate when we weredwen if it is costly to do so. Rabin’s work
was the first that made the notion of reciprocitgqgise, which he referred to as “fairness.” Fehr
and Schmidt (2003) provide an excellent summathismarea, comparing the differences of

theoretical approaches in great detail and sumingraxperimental work.

We are interested in whether the behavior of recipy exists in the securities
underwriting business and to what extent this faeféects information production in this market.
The securities underwriting business is charactdrizy different types of syndication
relationships, which can potentially suffer fronffelient degrees of reciprocal pressure on
analyst recommendations. We identify two typesasfks that have worked with the
underwriters (main bank in Figure 1) of a coverieah {firm A in Figure 1) but do not serve
covered firm in securities underwriting.

The first type is “co-lead syndicate banks,” whive arranged deals with main banks
as joint book managers, i.e., co-leading the d@dsse banks are also prominent underwriters
and have the capacity to organize their own symelca he second type is “co-manager
syndicate banks,” which only play a junior role daVe to rely on main banks to be included in
syndicates. This difference is crucial for distirsiing the levels of reciprocal pressure on
analyst reports because if there is a pressureinglveciprocal, co-lead syndicate banks can
reciprocate by deal opportunities but co-managedisyate banks cannot, which gives rise to the
possibility that co-manager syndicate banks havediprocate in other dimensions of business.
We propose that stock reports can be the dimenkairco-manager syndicate banks give in.
Therefore, we label the analysts affiliated withnoanager syndicate banks as “dependent”

analysts. Those affiliated with co-lead syndicaaks remain as independent analysts.



We also separate main banks, the underwriters\ared firms, into lead manager and
co-manager to serve as a confirmation that bantts similar levels of conflict of interest should
behave similarly due to fees collected throughdalivmderwriting relationships with covered
firms. Therefore, their analysts are defined adiatd analysts as in the prior literature (see, f
example. Lin and McNichols (1998)).

Finally, independent banks/research firms (labedleihdependent group) are those have
neither syndication relationships with main ban&s direct underwriting relationships with
covered firms. These independent analysts havieéisé potential for conflict of interest, so we
expect them to give the most accurate recommendative note that in the prior literature,
analysts of syndicate banks and independent baslesirch firms were generally combined in
one category. In sum, the three types of analystq4) affiliated analysts (those working for
either lead manager or co-manager main banksyigj@@ndent analysts (those working for co-
manager syndicate banks); (3) independent anglystse working for co-lead syndicate banks

or independent group.

More specifically, we focus on co-manager synditateks and their potential reciprocal
correspondences with main banks in stock recomntiemda Ljungqvist, Marston, and Wilhelm
(2009, hereafter LMW) suggest that aggressivelynuptic research attracts co-management
appointments, which in turn significantly increasdsank’s chances of winning lead-
management mandates in the future. Syndicate ihaksdesire to gain or maintain access to
participate in a syndicate as co-managers, couttbbeced to behave similarly as their network

partner (e.g., a main bank), withholding negatiferimation from the public longer than

10If there are both co-lead and co-manager relatipssbetween a pair of banks, we allow the co-tedationship
to dominate the co-manager relationship. By theesgoken, we allow the main bank relationship to thate the
syndicate bank relationship.



independent group that are not subject to recipfmessure. We evaluate the extent to which
analysts from syndicate banks behave in this fashibich we refer to as the “reciprocal

pressure” hypothesis.

In addition, we consider the possibility that cadesyndicate banks are less prone to
reciprocal pressure, since they are lead bank$iavel the power and capacity to organize
syndicates on their own. On the contrary, co-mansgedicate banks are more subject to
reciprocal pressure because their access to syagiadicipation is mostly dependent on
invitations by other lead banks. Appendix A2 prése¢he average market share of different
types of banks as lead underwriters in securitieewwriting during our sample period for each
type of banks. Co-manager syndicate banks withageeequity market share of merely 0.15% is
much smaller than co-lead syndicate banks whosageequity market share is above 7%. To
ensure that our findings are not driven by the efzganks, potentially because of their market

power, we control for bank market shares in thessizal analysis we present below.

The pool of co-managers has increased dramaticadlytime. LMW (2009) document
that, in 1970, the average lead bank in equitysdeatl only 5.3 unique co-management partners.
In contrast, the number of unique co-managememth@a increases sharply during the 1990s to
46.3 in 2000. Debt syndicates followed a similatgra. LMW (2009) conclude that the rising
number of co-management opportunities appeargptesent a fundamental change in
exclusivity rather than the persistence of a smathber of strong syndication relationships
alongside a large number of incidental partnerships change in market structure indicates
intense competition among the co-managers thatotamganize their own syndicates. Such a

competitive environment is likely to erode the ipdedence of these co-managers from main



banks!! Therefore, co-manager syndicate banks are likebetdependent on main banks to be
able to participate in syndicates, suggestingttiet are subject to reciprocal pressure, thus, a

potential type of dependent analyst is one who wéok a co-manager syndicate bank.

3. Data, Variables, and Descriptive Statistics
We keep all banks with underwriting business amtpendent research firms in our
initial sample. We do so because we intend to emaitiie analyst behavior of a broader range of
brokers, not only those that have a direct undéirvgrelationship but also those that are under
reciprocal pressure. This approach is differemnfrtor example, LMW (2009), who focus on
the top 50 banks since their events of interessecerities underwriting. The task requires hand-
matching firms from different databases, hand-sgagcmergers and acquisitions among
financial institutions, and hand-matching instibuis from various databases at the right point in
time due to frequent changes of ownerships amastgutions. The data used in this paper are
drawn from eight data sources:
(1) The I/B/E/S database of stock recommendations,iwiiovides analyst and
brokerage firm information.
(2) The website of Stanford Securities Class Actiora@ighouse in cooperation with
Cornerstone Research, which posts federal seaufiiad class action lawsuits.
(3) The Thomson Financial/SDC Platinum database of tib8estic securities offerings,
from which we obtain firm securities issuance hmgtanderwriter characteristics and

syndication relationship.

11t would be interesting to examine reciprocal ptee during the earlier period and see whetheclhaging co-
manager landscape affects this pressure, howéneedata for stock recommendations in IBES datapdaseto
1993 are not available.
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3.1.

(4) The Thomson Reuters LPC’s DealScan database of,l@dnch we use to construct
loan market shares of broker affiliated parent imgdcompanies and lending
relationships between affiliated banks and reconttedriirms.

(5) The Thomson Financial/Spectrum 13f database afutishal holdings, from which
we find equity ownership of broker affiliated irtstions and overall institutional
holdings of recommended firms.

(6) The Thomson Financial/SDC Platinum database of energnd acquisitions, which
we use to identify the mergers and acquisitionsragrimancial institutions that have
effects on our data construction. The effectivegaedate is used to link institutions
from the above databases. We consider two ingtitatas one integrated organization
during the year of merger. We disconnect the tesHe institutions spun off from
the parent companies during the year of such tctioss. We also search company
information, such as their websites, annual reptogver’s Online, Corporate
Affiliates, etc., to identify the history of ingtitions.

(7) Center for Research in Security Prices (CRSP)Hares outstanding and stock price
information.

(8) COMPUSTAT for firm characteristics.

Sample selection

3.1.1. Sued firms

In 1995, Congress passed the Private Securitiggatidn Reform Act (PSLRA) to

discourage frivolous lawsuits. In order to keepghmple within the same regulatory regime, our

sample spans the years from 1996 to 260&8e end our analysis in 2006 because IBES stopped

2 Evidence supporting PSLRA discourages frivolousigties fraud litigation is provided by Johnsoreldon, and
Pritchard (2007). See also Shivdasani and SondljZ0t the merit of using lawsuits as a proxy aéot quality.

11



providing the broker translations file. As a resule cannot match analyst characteristics
obtained from the historical earnings forecasestfil stock recommendations. We find that only
30% of analysts in the old broker translations ditleained in 2006 can be matched to recently
downloaded IBES dataset. The mismatching is cardistith the data revision issue raised by
Ljunggvist, Malloy, and Marston (2009).

We start the sample construction by using 1600rgexsiclass action lawsuits. Among
them, we identify 706 unique firms (associated widi8 lawsuits) that have main banks, i.e.,
securities issuance activities, within three yemisr to the class period starting daté3here
are a small number of firms that have more thanlawsuit during our sample period. We focus
on the first lawsuits in our analysis. However, tesults remain robust to the inclusion of all
lawsuits for each firm.

A unique advantage of using securities class a¢awsuits to study the timeliness of
analyst recommendations is that the lawsuit filipgsvide several critical dates. Figure 2
provides a time lines of these dates. The firstisribe class period starting date, which specifies
when the alleged wrongdoing starts. The secondsthe class period ending date, which
specifies when the wrongdoing ends. It may beithe ait which the wrongdoing is uncoveréd.
The average (median) number of days during thes glagod is 388 (296). Therefore, the class
period represents a uniquely defined window to eraran analyst’s ability and incentive to
detect a firm’s fraudulent behavior prior to thellveews becoming public.

The nature of a negative event also facilitatesthdy of various degrees of conflicts of

interest better than a positive event. We alsotifjetine date that the value of a buy and hold

3 We exclude security frauds that involve wrong-dsinf agents of the firm or investor, rather thaat bf the firm
management.

4 We understand that the class period might notberf@ct proxy for the event window. Therefore waraine the
robustness of the results using various event wisda Section 4.3.3. The results remain qualitéitiee same.
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investment strategy starting on the class periadisyy date reaches its highest point during the
class period. As shown in Figure 2, the mean (nmdiamber of days from the beginning of the
class period to the maximum value date is 140 (Hinplly, on average, the lawsuits are filed
123 day (or 37 days in median) after the clasopgeznding date.

Figure 2 and Table 1 present results on the wehklinge of investing in sued firms
during the class action period. Based on a sanfgteedirst lawsuits only, every dollar invested
in sued firms at the beginning of the class pedpdo two days prior to the end of the class
period drops 13% to 87 cents on average. Howeedoyd it drops to 87 cents, the average value
climbs to $1.63 because sued firms might activelykaheir books or disseminate overly
optimistic information about the prospects of tlm§. Therefore, the maximum buy and hold
value (BH value) marks the point of declining steelkues of sued firms after initial run ups. If
an investor purchases the stock at the maximunt,dmyrtwo days prior to the wrongdoing
being uncovered, the investor has lost about HahHeinvestment’s value. Furthermore, the
stock price of sued firms drops another 21% duttegthree-day event window surrounding the
class period ending date. The value continuesdp dn additional 12% between one day
following the class period ending date and two dayar to the lawsuit filing. Finally, it drops
another 5% during the three-day window surroundireglawsuit filing date. The total average
wealth loss is 43% from the beginning of the claesod to one day following the lawsuit filing.
On the other hand, both concurrent value- and gguadighted indexes and all matched samples
(not reported) show positive gains in value. In mary, investors of sued firms experience
tremendous wealth losses during the class actinace

3.1.2. Matched non-sued firms
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In order to investigate the uniqueness of analghtliors associated with the negative
information event, e.g., the class action lawsué,identify benchmark non-sued firms in the
same industries as the sued firms classified by tve-digit SIC codes. We employ three
procedures to construct matched samples usingmafiion during the fiscal year prior to the
class period starting date. The first method ch®osa-sued firms having the same types of
main bank analysts as those of sued firms follolsethe closest total assets, then the closest
number of analysts. The second procedure choosesusn firms with the closest total assets
then the closest number of analysts. The third atkit similar to the second one but reverses
the criterion by matching with the number of antdyand then total assets.

Sued firms appear to be larger in total asset® hawe analysts, and more
recommendations than those non-sued firms in anghred sample. Because the third matched
sample produces the most comparable size, market ghequity, number of analysts, and
number of recommendations, we report results basetis matching procedure. However, our
results are robust regardless of which matched leaispsed. It is normal to have fewer
recommendations for matched sample because, hyitd®fi they have fewer information events
than sued firms.

3.2.  Syndication relationship

As illustrated in Figure 1 and Panel A of Appendik, we define main banks as those
that have underwritten securities (either debtquitg) offerings within three years prior to
issuing recommendations with respect to a cliémthis paper, we distinguish main banks' roles
as lead managers or co-managers in the syndicasesurities issue®. Analysts of these main

banks are typically called affiliated analystshie extant literature. Furthermore, among banks

15 Corwin and Schultz (2005) show that the allocatbbproceeds to a co-manager is about half oftthatlead
manager (i.e., book manager or book runner) peaigemtise.
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with unaffiliated analysts, we identify an indirexnnection between a bank and a covered firm
via a syndication relationship between this bardk thie covered firm’s main bank. There are two
types of syndication relationships: (1) lead aratllenanager, i.e., co-lead syndication and (2)
lead manager and co-manager, i.e., co-managercayfitdi, where the first role is for the main
bank and the second role is for a syndicate b&ak.example, when JP Morgan is a main bank
of Firm A, it can also lead managed many deals wiitler underwriters participating as lead or
co-managers. If those underwriters have not seffugal A in securities issuance within the
three calendar years prior to the recommendatita tfeey are syndicate banks of JP Morgan
with respect to Firm A® To discern among syndicate banks’ capacity tomirmgasyndicates, we
remove the co-manager syndicate banks that have tinan or equal to 1% of market shares as
book managers per year in either bond or equityeomdting. We also remove among the co-
lead syndicate banks that have less than 1% ofehahlares as book managers per year in both
bond and equity underwritind.Such a differentiation between the two types ofdsyate banks
provide sharper tests to capture the differenceciprocal pressure facing between co-lead and
co-manager syndicate banks.

When a bank did not serve Firm A in the underwgitoiusiness (either debt or equity)

and had no syndication relationship with any ohitsin banks within the previous three calendar

16 The extent of joint lead relationships increasehmhtically during 1990-2005. In 1990, there isyamhe pair of
joint lead managers in bond underwriting amongttipeten underwriters. In 2005, almost all top tenks paired
up as joint lead managers in underwriting deal® pitevalence of co-lead syndication relationshiprgrtop
underwriters suggests that most of the co-managelicate banks and independent banks are smalsba

7 In Online-appendix B1, we alternatively definelead and co-manager syndicate banks without reqyitieir
market shares being greater or equal to 1% andHassl% of market shares as book managers per year
respectively. As expected, the differences betvestimated coefficients on co-lead and co-managatisgte
banks become marginally significant. Neverthelesdead syndicate banks still issue downgradesfigigntly
earlier than main banks but co-manager syndicatksbdo not.
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years, it is classified as an independent growgbuding both independent banks and independent
research firms without an underwriting busintss.

The finer categorization of bank types in this pap& unique departure from other
studies in this area. In particular, we furtheitdpk unaffiliatedanalysts into two types—
dependenanalysts working for co-manager syndicate bankdjradependenanalysts working
for co-lead syndicate banks or independent groinciwallow us to examine the reciprocal
pressure hypothesis.

3.3.  Stock recommendation and timeliness

Because of the unique nature of lawsuits, whiclvides key event dates, we focus on
the timeliness of recommendation revisions afterdlass period starting date (wrongdoing
starting date). Analyzing recommendation revisiali®ws us to restrict the comparison to be
within firms and analysts.

In Table 2, we provide a sample distribution ofta# analyst recommendation revisions
issued by year and within two years prior to tresslperiod (serving as benchmark period) and
from the class period to the lawsuit filing dat&f@rmation production, i.e., sample period).
During the benchmark period (two years prior todlass period), sued firms have a comparable
number of revisions to matched firms, 6473 (48.6%%us 6841 (51.4%). In contrast, sued
firms have many more recommendation revisions @) during the class period than matched
firms (38.3%), which is consistent with the natafehe class period being information
intensive. The percentage of recommendations isswestied firms further increased to 74%
following the class period and prior to the lawdilihg date.

3.4. Explanatory Variables

8 Online-appendix B2 shows that there is no sigaiftadifference in the effect of timeliness in dowatdps
between independent banks and independent redaanshso we group them together.
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As we examine the timeliness of analyst recommeémagin multiple regressions, we
control for many analyst-specific, bank-specifiegddirm-specific variables. In this section, we
discuss how we construct these independent vasiaDktailed variable definitions are provided
in Panel B of Appendix Al.

3.4.1. Analyst characteristics

We construct three variables measuring the reutaglated career concerns of analysts.
The first is based on the annual Institutional Btee All-America Research Team ranking. We
define an all-star dummy variable that equals éiieei analyst was an all-star (i.e., ranked as a
top-three or a runner-up analyst in her industmythie year prior to making the recommendation,
and zero otherwise. The second measure is thestisadgniority taken as the number of years
since her first appearance in the IBES earningscists and recommendation databases. Hong,
Kubik, and Solomon (2000) show that senior analgstsmore likely to provide bold earnings
forecasts and herd less. The third variable isyah&brecast accuracy as in Hong and Kubik
(2003). Assuming that analyst reputation partly\a= from forecasting ability, forecast
accuracy should be a good proxy for analyst refutaHowever, this variable is not available
for many observations. Therefore, we do not useaur main analysis. Instead we include it in
robustness tests in Section 4.3 and report thétsealOnline-appendix B3.

As shown in Table 3, sued firms have significantigre senior and all-star analysts than
matched non-sued firms during the benchmark pdnaadot the sample period. In fact, during
the sample period, sued firms are followed by fealestar analysts than the matched sample.
Further analysis indicates that this result isbestause all-star analysts dropped the sued firms
or they lost their all-star status. Instead we timat some non-all-star analysts who did not

provide revisions during the benchmark period dfdraevisions during the class period, which
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in turn drives down the percent of all-star anapygtsence in the sample period. There are no
significant differences in relative forecast acoyraetween these two types of firms regardless
of period.

3.4.2. Bank pressure proxies

We employ several “bank pressure proxies” that nneathe amount of pressure an
analyst might face to offer an inflated recommeiwstabr to postpone the dissemination of
negative firm prospects. The more lucrative thentlithe more tempted is the analyst to inflate
or to postpone the recommendation, since the desfdiquidating reputation capital will be
greater. We follow LMW (2006) and construct a layahdex, which, for each bank, measures
how often it retains its clients in consecutiveiggar debt deals, divided by the number of
clients. Because we include many smaller banksdidatot underwrite any deals in a particular
year, thereby resulting in a missing value in loyaidex, we include a dummy variable for the
missing values so as to differentiate them froneoletions without retained clients. Table 3
shows that sued firms’ banks have a significanidyér level of client loyalty than matched
firms’ banks in the bond market prior to the clpssiod, but a lower level of client loyalty in the
equity market during the sample period.

We do not calculate the fee pressure measure pedgnsLMW (2006) because our
event of interest is lawsuit filing with a broadample of banks. In addition, fee information is
not available for many deals, resulting in too mamgsing observations. However, we calculate
a similar measure—the firm’s share of a bank’s aelgquity deals during the prior five
calendar years. The higher the firm’s share, theermoportant the client is. These measures
should be highly positively correlated to fee inamfrom this client. Table 3 shows no

significant differences in these measures betwaed and non-sued firms prior to class periods.
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We also control for the firm’s overall debt and #gissuing amounts over the 5-year horizon.
Sued firms issued more debt but less equity thached firms during the benchmark period, but
less debt during the sample period.

Since the size of the potential pool of “side payts” bankers used to gain analyst
cooperation might change over time, we follow LM200Q6) and control for this effect by
computing the percentage difference in market-wigeeeds raised during the current quarter
and a 5-year quarterly moving average.

3.4.3. Equity ownership by investment banks

We calculate the fraction of a firm’s equity dilgadwned by an investment bank whose
analyst(s) provide coverage for the firm. Ownergtaga are obtained from the Thomson
Financial/Spectrum 13f database. Table 3 showsstleat firms have a significantly higher level
of institutional ownership than matched non-sueaddiduring the benchmark period, but it is
not significantly different between firm types dugithe sample period. Sued firms have a
greater likelihood of banks holding their equityridg both the benchmark period and the sample
period.
3.4.4. Bank reputation in underwriting and lending

We control for bank reputation by using their madtgares in the debt, equity, and loan
markets during the prior calendar yé&dwe only consider their roles as lead managers.nWhe
the deals are lead managed by multiple banks, weséd the dollar amounts equally among
participant banks. Each bank’s deal amounts areeggted then divided by the total market
amounts during the calendar year prior to stockmenendations. We find no significant

differences between sued and matched firms dun@gample period. However, matched firms

19 See Chemmanur and Fulghieri (1994) for a theaktimdel on the effect of investment bank reputatio issuer
quality screening and securities pricing.
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tend to have fewer reputable underwriters than §u@d in both debt and equity markets prior
to the sample period.
3.4.5. Firm characteristics

The timeliness of analyst revision is likely toddéected by firms' general information
environment. In particular, larger firms or firmsthvlower information opacity will facilitate
research analysts to provide timelier informatiohte market. We include three firm-specific
variables (Firm size, Tobin's Q, and informatiomaipy) to capture the cross-sectional difference
in the information environment. Firm size is measlpy total assets. Tobin's Q is computed as
total assets minus book value of equity plus markkte of equity, divided by total assets.
Following Kim and Verrecchia (2001), we computeraXy for information opacity as the

logarithm of the beta coefficient of trading volumehe regression,

Pt — Pt+1
P

Ln = B, + B,(VoL, - AVGVOL)+ ¢, 1)

where,

Pt daily stock closing price,

VOL: daily trading volume of the stock in thousandsioéres,

AVGVOL the average daily stock trading volume within It 6-month (we use 182 days) in
thousands of shares.

Kim and Verrecchia (2001) posit that, when thenf@tiscloses more information, market
makers rely on the disclosure itself, rather tharalbernative sources of information about firm
value, such as volume. Thus, as the firm commitgport information in a timely fashion, stock
returns are less likely to be associated with tgdiolume. This predicts that firms with poor
disclosure (or greater information opacity) shduwdare a larger slope coefficient on trading

volume (g, ). As shown in Table 3, sued firms are significautdrger and have a higher Tobin's
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Q than non-sued firms during both periods. Infoiorabpacity in sued firms is greater than that
in non-sued firms.
4. Empirical Results
4.1. Univariate Analysis of Stock Recommendations

Table 4 reports summary statistics on the levelpge, and timeliness of analyst
recommendations of sued firms and their matchedsuea firms issued by various types of
analysts/banks. Based on all analyst revisionsrageg downgrade, and no change) from the
class period starting date to the lawsuit filingedas shown in the left side of Panel A, we find
that the analysts working for syndicate banks aépendent group provide less favorable prior
and current recommendations than the affiliatedyateaworking for main banks, with the co-
lead syndicate banks being the least optimistitcé&the prior recommendations of syndicate
banks and independent group are significantly lavan those of main banks, it rules out the
possibility that the subsequent downgrades issyabdse unaffiliated banks are driven by
adjusting their opinions of sued firms towards @nsus.

To investigate how timely different types of anadygpdate information regarding the
firms being sued after wrongdoing occurs, we carasta timeliness variable, "scaled # days" as
the number of days between the date of the curesigion and the class period starting date

divided by the duration of the class period muiéiglby 100?° Revisions by independent group

20 We scale the number of days it takes an analyshvise her recommendation using the class petioatidn
because firms being sued experienced various pk#sd lengths. Thus "scaled # days" provides oumi
measure of timeliness across sued firms with diffefengths of class periods, just like researcalvays scale
debt by total assets. For example, if an analystides a downgrade 100 days after the class petasting date
and the length of the firm’s class period is 109sjahen this downgrade is not informative becauseincides
with the class period ending date when the wrongglbias been uncovered by the public. On the otied Hf the
class period of a firm is 200 days, then this donadg would have been 100 days earlier than thettimpublic is
aware of the fraud. Therefore, the unscaled nurobéays itself cannot capture the timeliness thaintend to
capture in the study.
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come significantly earlier than main banks. Whiteroanager syndicate banks appear
marginally later than lead main banks, they arediftgrent from co-manager main banks.

Next we turn to the right side of Panel A, in whigh only focus on downgrade
revisions, thereby examining how soon differenetypf banks disclose negative information
about the sued firms. Based on this scaled measwdependent group provide the earliest
downgrades for sued firms, followed by co-lead $yaug banks. Co-manager syndicate banks
(being classified as unaffiliated in the analysriature but as dependent in this paper), in
contrast, provide downgrades no sooner than maiksbd his result is consistent with our
reciprocal pressure hypothesis. The differenceneliness between the two types of syndicated
banks reflects different degrees of reciprocalgues Co-lead syndicate banks are less sensitive
to this pressure than co-manager syndicate bardesibe they have the capacity to organize and
lead their own syndicates.

To address the concern that the timing pattern elmmot unique to our event of interest,
we conduct the same analysis for matched non-sued &s shown in Panel B of Table 4. We
did not label analyst type like Panel A for brevitydependent group and co-manager syndicate
banks offer revisions and downgrades significastigner than main banks. In fact, both types of
banks are adjusting their opinions to be morenra With co-lead syndicate banks, which has
been least optimistic during all periods. Neverls| as we discuss in section 4.2, there are no
significant differences in the timing of downgragsong bank types for matched firms in
multiple regressions where we control for prioramenendations, firm-, analyst-, and bank-
specific variables.

4.2. Multivariate Analysis of Downgrade Timeliness
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To examine the incentives to provide timely infatian during the class period, we test
the effect of different bank types on the scalechipers of days between the class period starting
dates and the dates when revisions are providdatelmultivariate framework as shown in
Table 5, we regression “Scaled # days” on firmalgst-, and bank-specific variables that affect
the timeliness of information production. In pautar, we control for current stock price using
Tobin’s Q because the absolute price level doesiaat a clear meaning. We also control for
the level of prior recommendation. Both currentktprice and prior recommendation are likely
determinants of the extent and timeliness of reusi Further, we include broker fixed effects.
We include four bank dummy variables in the regoess As a result, the average effect of lead
manager main bank is reflected in the interceptteMegative estimates on bank type dummies
indicate that the revisions are issued earlietivedo lead manager main banks.

As shown in column (1) of Table 5, we track all amgrades from the class period
starting date to the lawsuit filing date. We go dray the class period ending date (i.e.,
wrongdoings are known to the public) since soméyateado not provide any downgrades until
after the class period ending date. Excluding sualysts may bias our analysis of the
timeliness of downgrades because it does not attawy followers to be included in the
analysis. We find the same rank order as thatefitiivariate tests in Table 4. Independent
analysts (those work for independent group ancead-Eyndicate banks) issue downgrades
earlier than affiliated analysts (those work forimiaanks) by about 26% of the duration of the
class period, though the coefficient estimateatigically significant only for co-lead syndicate
banks?! Given that the median class period is 296 dags; #ne equivalent to providing

downgrades earlier by 77 days. Because the Fdé#te differences between the estimated

21 Online-appendix B1 shows that the estimated cciefft on independent group is less significantipéetcause
of the inclusion of broker fixed effects.
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coefficients of co-lead syndicate banks and thdsedependent group are insignificant
regardless of model specifications, for brevity,deenot report them. Although they are defined
as unaffiliated analysts in the extant literatalependent analysts (those work for co-manager
syndicate banks) behave no differently from affdanalysts in the timeliness of their
downgrades. The F-test (at the bottom of Tabldimtrates that the difference between the
estimated coefficients of co-manager syndicatethatof co-lead syndicate banks is significant
at the 10% level.

One concern with the above analysis is that thengrpattern may be driven by the fact
that some types of banks provide multiple downgsatteereby resulting in a later timing on
average than those banks providing only one dovaegréo address this issue, we focus on the
first downgrade provided by each analyst with respeeach sued firm in column (2), and
obtain similar results. Co-lead syndicate banksmgrade sued firms significantly earlier than
co-manager syndicate banks, the F-test showshbatifference between these two types of
banks is significant at the 5% level.

Our findings suggest that co-lead syndicate baake Ibetter incentives to provide timely
negative information than lead manager main banksontrast, reciprocal pressure appears to
be the dominant effect on co-manager syndicateshdmspite no direct ties to the covered
firms, the need to maintain access to syndicathsces their incentives to produce timely
negative information during the class period. A®afirmation, co-manager main banks, which
also collect fees from the covered firms, indeeldve like their lead managers.

As for the control variables, higher prior recommi&tions are associated with
significantly more prompt downgrade revisions ia fiist regression. Although the sign is

negative for the all-star dummy, it is not sigrafint. A sued firm that raises more capital in the
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debt or equity markets has a significantly higlegrdiency to receive later downgrades because
the conflicts of interest problem is more sevefrbahks also hold equity of sued firms,
downgrades are issued significantly later thandhashout equity ownership. Firms involved in
IPO allocation lawsuits also have significantlyadedd first downgrades. The coefficient
estimate on Tobin’s Q suggests that firms withat#t prices are downgraded significantly
earlier??
4.3. Robustness Tests of Timeliness and Surviay#is
4.3.1. Matched Non-sued Firms

One concern with our results is that the main bagkdicate (co-lead and co-manager)
banks, and independent group may all be fundangliffierent banks other than their
relationship to the covered firm. To address thaceon, we conduct a placebo test by repeating
columns (1) and (2) in Table 5 using our matcheasired sample. Results are reported in
columns (3) and (4). In general, there is littignsicant difference in the timeliness of
downgrade revisions among different types of baslkggesting that our findings are unique to
firms being sued where differential incentive obyiding negative information is relevant. One
exception is that independent group provides doacheglater than lead manager main banks in
the matched sample corresponding to column (4pler'5, and result is marginally significant
at the 10% level. This result could be driven ke fdct that independent group do not have as
much timely information as those lead manager rbairks that have a close connection with the

covered firms via the underwriting relationship.

22 \We report the reasons (not mutually exclusiveifrg lawsuits in Appendix A3. Among the 748 lawits, 145
are related to initial public offering (IPO) alldan and tie-in agreements between investment lrarded
institutional investors. Presumably, analysts iafild with these investment banks may have morgspre to
withhold negative information about these IPO firidswever, we do not find significant results usthig
subsample (results not reported). The most popateon for filing a lawsuit, about 86% of the casethat the
firms artificially inflated securities prices dugrhe class period. Therefore, stock prices typiéatrease
substantially then decline gradually during thesslperiod.
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4.3.2. Excluding Potential Frivolous Lawsuits

To address the concern that our results might iverby frivolous lawsuits, we follow
Dyck, Morse, Zingales (2010) and apply additionigéifs as we construct the sample: excluding
all cases where the judicial review process leadBsédir dismissal, only including those firms
where the settlement is at least $3 million antedéint asset size restrictions. These results are
reported in the Online-appendix B4. In the firgression, we repeat the regression column (1)
in Table 5 using the subsample of lawsuits withitaithl filters described above but without
imposing any asset size restriction. In the se¢thnic) regression, we impose asset size
restriction to be at least $750 ($500) million. Tdeefficient estimates remain robust regardless
of the asset size restrictions. These resultsesidgbat our main findings are not driven by
frivolous lawsuits.

4.3.3. Alternative Event Windows for Informatioroéuction

This study focuses on analysts’ private informapooduction about corporate fraud.
One concern is that class period starting date nmighbe the exact date when misconduct
occurs, and class period ending date might noesgpit the first date corporate fraud is revealed
to the public. We admit that the class period isanperfect proxy for the event window, but it is
a reasonable proxy due to the following reasons.

First of all, class period is defined legally as ttme period during which the plaintiffs
held the stock and during which the illegal acsitaok place. It is the time period in which
possible money loss occurred due to the illegabastof those being accused in the securities
class action. Dyck, Morse, and Zingales (2010) a®the class period starting date as the main
misconduct starting date. They also use class gerding date as the whistle blowing date

when the firms themselves reveal the information.
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Although the class period has been used in litegdtar wrongdoing period (see, for
example, Dyck, Morse, and Zingales (2010)), it rmaffer from the problem of statute of
limitations, i.e., the wrongdoings could actualppipen earlier than the class period. To address
this concern, we analyze 45 cases of our sampies finat are also subject to the SEC
enforcement actions during September, 1995 to M&@d4. We find 10 cases having the class
period beginning dates earlier than the SEC wromggdioeginning dates and 12 cases the SEC
dates are earlier but the differences are withmmyear. For the remaining 23 cases that SEC
beginning dates are earlier for more than one yearSEC wrongdoingndingdates are, on
average, two years earlier than the class perigthbimg dates, which suggests that many SEC
cases are not for the same wrongdoings, in paati¢af those ended more than three years ago.
Because there are quite a few cases the SEC dateardier than the class periods, to address
the statute of limitations concern, in the Onlimgandix B5, we follow Dyck, Morse, and
Zingales (2010) and start the event period threethsoprior to the class period beginning date.
Online-appendix B5 column (1) shows that our ressiitl hold. In column (2), we extend the
wrongdoing beginning date back by six months podhe class period beginning date, and find
that our main results remain robust.

Secondly, we downloaded the Internet Appendix ofl)Morse, and Zingales (2010)
and compared the class period ending date to tistlesblowing dates they hand collected. On
average, the whistle blowing date is 30 daysr than the class period ending date, and the
median difference between the two dates is zere.stéleness of initial revelation date is also
discussed in Karpoff, Koester, Lee, and Martin @0They report that, the median information
revelation date is 23 days earlier than the lawidung dates. However, the median class period

ending date is 37 days earlier than the lawsuiigfilate in our sample. Therefore, the revelation
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dates we use are indeed slightly earlier than theperted in Karpoff et al. (2012). To address
the concern that the public might be aware of tiecamducts before lawsuit filing dates, we
examine analyst recommendations up to one daywollpthe class period ending date, which
indeed is still half month earlier than that repdrby Karpoff et al. (2012). The main results
remain robust as reported in column (3) with brdkezd effects and column (4) without broker
fixed effects in the Online-appendix B5. As a ldstense, even if the class period beginning date
is not a reliable indicator of when the misconduggjan, unless this imprecision is systematically
correlated with the timeliness of a particular tgpenalysts, this imprecision will be random
noise and bias against us to find any significaaults.
4.3.4. Survival Analysis

As an additional robustness check, we conductuhaval analysis that is also known as
duration model. We report the estimated coeffidaitCox semi-parametric proportional
hazards model in Table 6 for both sued and non-swadhed samples. The sued sample
includes recommendations issued during the perbaden the class period starting date and the
lawsuit filing date. For each firm-analyst pair Jythe first downgrade is included and classified
as the failure event. For those do not providedowngrades during our event window, they are
included as the non-failure event. The dependendbla is whether a bank provides a
downgrade for a firm at the time that such an acticcurs. Our main findings remain robust. In
column (1) of the sued sample, the significant fpasicoefficient estimates on independent
analysts working for co-lead syndicate bank or paelent group indicate that analysts
employed by both types of banks have a higher fibtyaof downgrading sued firms than those
employed by main banks at a given time prior toléinesuit filing date. The coefficient estimate

on co-manager syndicate bank dummy (i.e., deperadehyst) is insignificant, suggesting no
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difference in the promptness of downgrades betweemanager syndicate banks and main
banks. Nevertheless, such patterns do not exishgmmatched non-sued firms as shown in
column (2) in Table 6.

We graph the failure functions in Figure 3, whitlows that more than (about) 25% of
independent (co-lead syndicate) banks have dowedraded firms around scaled 50 days
following the class period starting date (t=0),,iraid-class period. However, at the same time,
much less than 25% of main banks downgrades stred, fivhich translates into longer time to
downgrade sued firms among main banks compareo-tead syndicate banks and independent
group. Figure 3 also shows that the order of tinesds among analysts from the most prompt to
the least coincides with our prediction of the peocal pressure hypothesis — independent group
followed by co-lead syndicate banks, then co-manggedicate banks, and finally, the main
banks. Surrounding class period ending date (t=2@@)en the public learns about sued firms’
wrongdoings — there is a jump of downgrades byyaks of banks.

4.3.5. Additional Robustness Tests

Lastly, we conduct a list of robustness tests ditdin essentially the same significant
results. The estimates are similar for the samgtekiding financial firms, including all
lawsuits, excluding brokers not engaged in the nmdiéng business, and including relative
forecast error. Due to concerns over the objegtvitanalyst recommendations and the Global
Settlement, major banks changed their rating systeine summer of 2002. To address this
issue, we drop observations from August 1, 20QRutp 31, 2003, and the main findings remain
robust. Robustness tests including relative faeeraor are reported in the Online-appendix B3,
but other results for the robustness check areepatrted for brevity.

4.4. The Effect of Rule 2711 on Downgrade TimediméSued Firms
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Chen and Chen (2009) examine the extent to whialysts incorporate intrinsic value
estimates relative to stock prices surrounding RUlEL and find that analysts' independence
improved. In this section, we will examine the effef Rule 2711 on improving analyst
independence in our context of the timeliness wéaéng negative information. It is possible
that the rule may not enhance the incentive toalewegative information although, on average,
the intrinsic value estimates relative to stock@sidemonstrate a stronger relation to stock
recommendations as shown in Chen and Chen (2009).

In Table 7, we split the sample of downgrades efisirms from the class period starting
date to the lawsuit filing date into two subsampthsse prior to the implementation of Rule
2711 on August 1, 2002 and those after August @2 2Begression results for the timeliness of
downgrades before and after Rule 2711 are reportegjressions (1) and (2), respectively.
Following Rule 2711, lead manager main banks akagebther types of banks become more
prompt in providing negative information than befdthe Rule. For example, prior to Rule 2711,
lead manager main banks provide first downgrad@s919scaled days after wrongdoings
occurred, but issue downgrades much earlier (64c@ked days) following Rule 2711. In
addition, F-tests (at the bottom of Table 7) shbat the difference between co-lead and co-
manager syndicate banks is significant prior toeRAM11 but becomes negligible post Rule
2711. The results indicate that reciprocal pressun® longer coercing co-manager syndicate
banks as much as prior to Rule 2711.

We formally test the differences of each type afksabefore and after Rule 2711 in
regressions (3) by including a Post-rule 2711 dumeamiable and its interaction terms with all
the right-hand-side variables. The coefficientraates and standard errors of the intercept and

right-hand-side variables are reported in ColunndBd those of the interaction terms are
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reported in Column (4) with the label “*Post-rulé12”. The Post-rule 2711 dummy is
significantly negative and its interactions with@her bank types are insignificant in the
regression, suggesting that all banks become moregt in providing downgrades. Finally,
consistent with the subsample analysis, F-testiseo€oefficient estimates on the two types of
syndicate banks (reported at the bottom of Tabt@ofumn (3)) indicate that co-manager
syndicate banks, which are more susceptible tspresrom main banks, are less prompt in
providing negative information than co-lead syntidaanks prior to Rule 2711. The coefficient
on the interaction term between a bank type dummalyRost-rule 2711 dummy reported in
Column (4) formally examines the improvement of la@k type relative to lead-manager main
banks. The F-test in Column (4) comparing the ngdatmprovement between the two types of
syndicate banks is significantly different suggegtihat co-manager syndicate banks improve
significantly more than co-lead syndicate banksicvihas less room to improve in the first
place. These coefficients indicate that the nerawpment of co-manager syndicate banks
relative to co-lead syndicate banks is about 2tedadays (-5.08 — 20.04). These results suggest
that Rule 2711 improves promptness in releasingtneginformation about their covered firms
among analysts of all types of banks, mitigating phoblems of conflict of interest as well as
reciprocal pressure.
4.5. Deviation from Expected Social Reciprocity

In the previous sections, we find that dependealyats (those working for co-manager
syndicate banks) tend to delay issuing downgradsioms as much as affiliated analysts (those
working for the main banks) on firms sued for fingh reporting fraud. In contrast, independent
analysts (those working for co-lead syndicate bpaks significantly more prompt in providing

negative information on sued firms. The resultscamsistent with the reciprocal pressure
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hypothesis that co-manager syndicate banks ardlyisu@all and depending on main banks for
participating in underwriting syndicates. Co-legddicate banks on the contrary are bolder
since they are less subject to “reciprocal preSdwgeause they have the capacity to organize
syndicates on their own. If co-manager syndicatikbare expected to be cooperative with main
banks, deviation from this expectation can resufetaliation from main banks. In this section,
we formally investigate whether providing early daywades (lack oReciprocity by analysts

from syndicate banks during the class period is@ated with fewer future underwriting
activities via the main banks. We demonstrate Hewinderwriting business opportunities
provided by a main bank to a syndicate bank evalven the syndicate bank deviates from
expected reciprocity.

We proxy a syndicate bank’s future underwritingibess via a lead main bank using the
syndication relationship between the two banksgctvie computed by aggregating dollar
amounts of all equity issuances lead-managed bgndie bank while the syndicate bank
participated as either a co-manager or a co-leathg®, then scaled as a percentage of total
dollar amounts of all equity deals lead-managethbymain bank during the same peridd.
Appendix A5 demonstrates a time trend of increasedlication among banks during our
sample period, thus we use a difference-in-diffeesnDID) test to control for the time trend. In
the DID tests, the treatment group includes sugasfiand the control group includes matched
non-sued firms. Specifically, we identify syndicatnks that provided early downgrades prior
to main banks during the class periods. We useddke of downgrade by the syndicate banks as

the event date. We examine the change in syndicatiationship between the syndicate bank

23 We only examine equity underwriting because mbsbemanager syndicate banks are only equity undiems
as shown in Appendix A4 where the number of undiéeve in the bond market is much smaller than ithéte
equity market.
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and a lead manager main bank that provides theditew-on downgrade. If no lead manager
main bank provided downgrades during the clas®@griwe use the main banks that have the
highest underwriting activities (in terms of dolEmnount of deals) of the recommended firm. We
apply the same procedure for the sued sample anahaliched sample.

Table 8 reports the changes in future syndicagtetionship surrounding early
downgrades made by syndicate banks prior to maikh& here are two types of syndicate
banks that provide early downgrades: co-manageca#éad syndicate banks. Co-lead
syndicate banks however can serve as co-manageoslead managers with main banks in
other deals. Syndication relationship in Panel Aasputed for the co-manager syndicate banks
with early downgrades and their paired main bamk®&ing sued firms. That for matched non-
sued firms is calculated the same way. Similagmdgcation relationship in Panel B is computed
for the co-lead syndicate banks with early downgsadVe compute syndication relationship
separately for other deals when the co-lead sytallzanks serve as co-managers or serve as co-
lead managers. We examine the change in syndielattonship over two time windows — one
year surrounding and three years surrounding tHg @awngrade event date.

If co-manager syndicate banks are expected to catpeith main banks by withholding
downgrades, deviation from this expectation maultes “relatively” fewer invitations to
participate in future deals (thereby lower thetufe syndication relationship with main banks).
We find in Panel A that, relative to the matcheahgke, the mean syndication relationship of the
sued sample drops significantly (4.86%) in the yelowing the downgrades, compared to the
year prior to the downgrades. The difference-iriedénces for the three-year window shows the

same pattern but the result is not statisticatipisicant. The findings suggest that main banks
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appear to retaliateemporarilywhen these co-manager syndicate banks deviatesexpected
reciprocity via providing early downgrades of mhenks’ sued clients.

In Panel B, we first examine the change in syn@catelationship of co-lead syndicate
banks in deals where they are invited as co-masagéh the main banks. Because co-lead
syndicate banks are more prominent (and largen ¢bamanager syndicate banks, it is not
surprising that the average syndication relatignghstronger for co-lead syndicate banks (23%)
than co-manager syndicate banks (15%) for suedlsamghe year prior to the event date. We
find none of the difference-in-differences testsignificant, suggesting little evidence of
retaliation from the main banks after co-lead sgath banks issue early downgrades. The co-
lead syndicate banks are much larger and are @péblganizing their own syndicates and, in
many cases, the main banks may indeed participdtesir other deals as co-managers.
Therefore, we do not expect retaliation from themfimnks, which explains why co-lead
syndicate banks are bolder in providing negatieemmendations of sued firms in the first
place and may continue to downgrade these firnig.ear

In the second part of Panel B, we examine the ahangyndicate relationship of co-lead
syndicate banks in deals where they serve as coat@@agers with the main banks. We do not
find any evidence of retaliation from the main bauakter these syndicate banks issue early
downgrades, which is consistent with the fact toatead syndicate banks are capable of
organizing their own syndicates and in turn themteinks would not retaliate to their lack of
reciprocity.

Overall, we document evidence of temporary retaliatowards co-manager syndicate
banks by main banks after showing laciReiciprocity We observe no evidence of such action

towards co-lead syndicate banks regardless of tbkeis as co-managers or co-lead managers.
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5. Conclusions

Prior literature has examined the conflicts of iagt problem of affiliated analysts arising
from direct underwriter-issuer relationships. Iiststudy, we focus on the effect of reciprocity
and the extent to which it affects analysts’ bebain producing negative information. Using a
sample of firms sued for alleged financial repaytiraud, we find that dependent analysts, those
subject to reciprocal pressure, tend to delayigsdowngrade revisions similar to affiliated
analysts. On the other hand, independent anatistse not susceptible to reciprocal pressure,
are significantly more prompt in providing negatisérmation on sued firms. Furthermore, we
find evidence of temporary retaliation by major engriters toward syndicate members with
uncooperative dependent analysts.

Finally, we document that the Global Settlement uedadoption of NASD Rule 2711
improve the independence of analysts, particukampng banks subject to conflict of interests
due to underwriter-issuer relationships and reciarpressure due to syndication relationships.
This study suggests that network ties and reciprata underwriting syndicates significantly

affect analysts’ incentive to produce negative linfation.
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Appendix Al Variable defin

Panel A. Definition of bank

itions

types

Analyst/Bank type in the
paper

Bank type in the
extant literature

Definition

Affiliated analyst/Lead
manager main bank

Affiliated bank

Banks that have underwritten settesi
(either debt or equity) offerings as lead
managers within three years prior to issui
recommendations with respect to a client.

Affiliated analyst/Co-
manager main bank

Affiliated bank

Banks that have underwritten settesi
(either debt or equity) offerings as co-
managers within three years prior to issui
recommendations with respect to a client.

Dependent analyst/Co-
manager syndicate bank

Unaffiliated bank

Banks that have not underwriteourities

(either debt or equity) offerings within three

years with respect to a client, but have

syndication relationship(s) as a co-manader

with the client’s main banks within the prior

three years. To better capture banks’
incapacity to organize syndicates, we
exclude co-manager syndicate banks with
lead managing market share greater than
equal to 1% in either bond or equity
underwriting.

or

Independent analyst/Co-leg
syndicate bank

wdUnaffiliated bank

Banks that have not underwrittegurities

(either debt or equity) offerings within three

years with respect to a client, but have
syndication relationship(s) as a co-lead

manager with the client’'s main banks within

the prior three years. To better capture
banks’ capacity to organize syndicates, w|
exclude co-lead syndicate banks with leac
managing market share less than 1% in
either bond or equity underwriting.

Independent
analyst/Independent group

Unaffiliated bank

Including both independent batiiet have
not served the client in the underwriting
business and had no syndication relations
with any of its main banks within the
previous three calendar years, as well as
independent research firms.
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Panel B. Definition of control variables

Variable

Definition

Analyst-specific

Analyst seniority (years)

Analyst’s seniority ithumber of years since her first
appearance in the IBES earnings forecasts and raeanation
databases.

=1 if all-star analyst

The all-star analyst dumnayiable equals one if the analyst
was an all-star (i.e., ranked as a top-three anethup analyst in
her industry) in the year prior to making the recoemdation,
and zero otherwise.

Relative forecast accuracy

Analyst forecast accuracy as in Hong and Kubik 800

Bank pressure

Loyalty index in bond
(equity) market

Following LMW (2006), we construct a loyalty indeshich, for
each bank, measures how often it retains its alient
consecutive debt (equity) deals, divided by the Ipemof
clients.

=1 if no bond (equity) loyalty
index

Because we include many smaller banks that didindérwrite
any deals in a particular year thereby resulting missing value
in the loyalty measure, we include a dummy varidbtehe
missing values so as to differentiate it from otbagons with
zero retained clients.

Fee pressure

Firm’s share of bank's debt
(equity) deals in prior 5 years
(%)

Firm’s dollar amounts of securities issuance alieddo a bank
as a percentage of the bank’s total debt (equitgdeowriting
dollar amounts during the prior five calendar years

Log issuer’s bond (equity)
proceeds in prior 5 years

Logarithm of firm’s overall debt (equity) issuingnaunts in
millions during the prior 5 years.

Proxy for side payments

Change in bond (equity) issu
activities

eFollowing LMW (2006), we compute the percentagéedénce
in market-wide average proceeds raised during uheiot
guarter and a 5-year quarterly moving averageerbtind
(equity) market.

Equity ownership by
brokerage banks

Institutional holdings (%)

Institutional holding & a percentage of common shares
outstanding.

=1 if bank holds stake in
issuer’'s equity

Equals to one if a firm’s equity is owned by a lemge bank
whose analyst provides coverage for the firm.

Bank reputation in
underwriting and lending

Bank’'s market share in debt
(equity) underwriting (%)

Bank’s aggregated total dollar amounts in lead amdeng as a
percentage of all deal amounts in bond (equity)ketaduring
the calendar year prior to stock recommendation.

Bank’s market share in loan

market (%)

Bank’s aggregated total dollar amounts of loand Eaanged as
a percentage of all deal amounts in the loan mahkeng the
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calendar year prior to stock recommendation.

Firm-specific
Firm size Total value of book assets
Tobin's Q (Total assets -Book value of equity + kéawalue of equity)

divided by Total assets.

Information opacity

Following Kim and VerrecchigD@1), we compute a proxy for
firm's information opacity as the logarithm of tt@efficient of
the trading volume in the regression

Pt - I:’t+1
P

where,

Pt daily stock closing price,

VOLs: daily trading volume of the stock in thousandslwdres,
AVGVOL the average daily stock trading volume within ldost
6-months (we use 182 days) in thousands of shares.

Kim and Verrecchia (2001) posit that, when the fdiscloses
more information, market makers rely on the disatestself,
rather than on alternative sources of informatiooua firm
value, such as volume. Thus, as the firm commitgport
information in a timely fashion, stock returns &es likely to be
associated with trading volume. This predicts fimats with
poor disclosure (or greater information opacity)ndhave a
larger slope coefficient on trading volumg, {.

Ln = B, + B.(VvoL, - AVGVOL)+¢,
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Appendix A2 Broker characteristics by bank type

This table reports mean values of broker charatiesiof different types of banks during our sang@eod (1996-2006) with one
year lag. See Appendix Al, Panel A for the defam$ of bank types, Panel B for variable definitidBignificance levels of tests of
differences in means between lead manager maindrahkther types of banks are denoted next tot#tistecs of other types of
banks.

Lead Co-manager Co-lead Co-manager Independent

manager main bank  syndicate syndicate group

main bank bank bank
Number of observations 6195 9544 8664 8739 8383
Bank’s market share in debt underwriting (%) 8.32 456 ™ 7.74 ™ 0.03 ™ 0.15 ™
Bank’s market share in equity underwriting (%)  8.26 3.81 ™ 7.26 ™ 0.15 ™ 021 ™
Loyalty index in bond market 0.34 0.24 ™ 0.36 ™ 0.11 ™ 0.04 ™
Loyalty index in equity market 0.54 0.48 0.53 = 0.35 == 0.13 ==
=1 if no bond loyalty index 0.21 0.43 = 0.14 0.80 0.94 =
=1 if no equity loyalty index 0.10 0.13 0.09 0.25 0.72
=1 if all-star analyst 0.32 0.16 * 0.26 * 0.01 == 0.02 ==
=1 if bank holds stake in issuer’s equity 0.71 0.53 *= 0.82 =~ 0.30 »= 0.15 ==

* *x &Rk Significant at the 10, 5, and 1 percelgvels, respectively, for a two-tailed test.
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Appendix A3 Reasons for filing lawsuits

This table reports the sample distribution of #asons for filing securities class action lawsuits
during 1996 to 2006.

Reasons for filing lawsuits No. %
IPO allocation, Tie-in/laddering Agreements 145 19.4
General financial misreporting 541 72.3
Artificially inflate securities prices 640 85.6
Inadequate internal control 87 11.6
Bond issuance related 55 7.4
Equity issuance related 293 39.2
Mergers and acquisitions related 122 16.3
Insider trading 255 34.1
SEC 1934 Sections 10(b) and rule 10b-5 643 86.0
SEC 1933 Section 11 246 32.9
GAAP violation/improper accounting 239 32.0
Investment banks also sued in the same filing 208 27.8
Total number of lawsuits 748 100.0
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Appendix A4 Total number of underwriters in the underwriting market over time

This figure reports the total number of underwstever time during 1986 through 2006. The
data are obtained from the Thomson Financial/SCH@irRim database of securities offerings.
We plot the number of underwriters based on parempany names.
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Appendix A5 Percentage of syndicated pairs based quossible pairs

This figure reports the percentage of observedsmhvided by possible pairs in bond or equity
underwriting markets over time. The possible booky@anager pair is calculated based on the
number of available book managers and co-managexrsrarket each year. For example, if the
numbers of book managers and co-managers sertied bond market in a year are 10 and 20,
respectively, then the possible pair is 190 (101B)-because book managers will not include
themselves as co-managers in the same deals. ilbagdbdook managers are active co-managers
in deals organized by other book managers, 10 awageas overlap with the book managers.

The data are obtained from the Thomson Financid/®xatinum database of securities
offerings.
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Figure 1 Bank types and the levels of conflicts afterest

See Panel A of Appendix Al for the definitions ahl types and associated analyst types.
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Figure 2 Time line of events associated with lawdsi changes in buy and hold stock value of lawsuitms, and data
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Figure 3 Failure functions of downgrades by analystype

“Time to downgrade” represents “Scaled # days,"olhs the number of days that the current
recommendation is issued after the class periotrgialate (i.e., wrong doing beginning date)
divided by the duration of a class period and mléd by 100. Time 0 (100) corresponds to
class period starting (ending) date. See Appendixoh the definitions of analyst/bank types
and Table 6 for sample descriptidine y-axis shows failure (downgrade) rates.
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Table 1 Buy and hold value of investing in stocksfeued firms during event windows

The sample consists of firms being sued in seegritlass action lawsuits from 1996 to 2006. Clas®g is specified in each lawsuit
dating the beginning and the end of a sued firm@ngdoing. The class period starting date to the wadue day denotes the time
period that a buy and hold investment reaches maximalue staring from the beginning of class peridte class ending date
denotes the day when wrongdoing is uncovered. Liandate is the day when the lawsuit is filed. Ttaisle reports the buy and hold
value of the sued firms or the CRSP market indexéise end of the time interval if $1 was invesdéthe beginning of the interval.

Significance levels of tests of differences betwseed firms and the market index are indicated teettie means and medians of
sued firms.

Sued firms Value weighted Equally
index weighted index
Event window Obs. Mean Median Mear Median Mean Median

Class period starting date to two days prior te<la 519 0.87 ™ 0.82 ™ 1.09 1.07 1.29 1.17
period ending date

Class period starting date to max value day 519 316™ 1.30 ™ 1.09 1.05 1.17 1.10

Three days around class period ending date [-1,0,1] 686 079 ™ 0.81 ™ 1.00 1.01 1.00 1.01
Class period ending date to two days prior to latndate 541 0.88 ™ 0.94 ™ 1.00 1.00 1.11 1.05
Three days around lawsuit date [-1,0,1] 682 0.95™ 0.98 " 1.00 1.00 1.00 1.01

*  kk kkk

., Significant at the 10, 5, and 1 percent levelspeetively, for a two-tailed test.
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Table 2 Distribution of stock recommendation revisons by year and by period

This table presents the sample distribution ofksstecommendation revisions for sued firms and
matched, non-sued firms during 1993-2006. We amdjuide the recommendations of interests,
i.e., those issued within two years prior to a sfiud's class period up to lawsuit filing date.
Class period is specified in each lawsuit datirglibginning and the end of a sued firm’s
wrongdoing. Matched sample firms are non-sued fimthe same industry (classified by 2-digit
SIC code) as sued firms with the closest numbanafysts followed by the closest firm size
(total assets) during the year prior to class jgerio

Sued sample Matched sample

Time period All No. % of all No. % of all
Total 28,211 16,225 57.5 11,986 42.5
1993 8 3 37.5 5 62.5
1994 447 217 48.5 230 51.5
1995 1,043 576 55.2 467 44.8
1996 1,718 982 57.2 736 42.8
1997 2,079 1,083 52.1 996 47.9
1998 2,993 1,528 51.1 1,465 48.9
1999 3,423 1,688 49.3 1,735 50.7
2000 4,325 2,533 58.6 1,792 41.4
2001 3,679 2,496 67.8 1,183 32.2
2002 3,691 2,265 61.4 1,426 38.6
2003 2,092 1,184 56.6 908 43.4
2004 1,455 846 58.1 609 41.9
2005 806 519 64.4 287 35.6
2006 452 305 67.5 147 32.5
Prior to class period 13,314 6,473 48.6 6,841 51.4
During class period 10,291 6,354 61.7 3,937 38.3
Class period to 4,606 3,398 73.8 1,208 26.2
lawsuit filing date

Before Rule 2711 21,636 12,296 56.8 9,340 43.2
Post Rule 2711 6,575 3,929 59.8 2,646 40.2
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Table 3 Mean value of analysts' and brokers' charaeristic variables

This table reports the mean values of charactenstiiables of analysts and brokerage banks isstoett
recommendations for sued and matched, non-sued fasued within two years prior to a sued firmassl period
and up to the lawsuit filing date. Matched sampiag are non-sued firms in the same industry (diaslsby 2-digit
SIC code) as sued firms with the closest numbanafysts followed by the closest firm size (tosdets) during the
year prior to class period. Tests of differencesigans between groups are reported next to thehethsample. All
variables are defined in Panel B of Appendix Al.

Class period starting date ~ Within 2-year prior to

to lawsuit filing date class period (benchmark
(sample period) period)

Variable Sued Matched Sued Matched
Level of prior recommendation 4.05 3.98 ™ 3.98 3.97
Analyst seniority (year) 4.19 430 " 3.77 3.58 ™
=1 if all-star analyst 0.13 0.15 ™ 0.14 0.12 ™
Relative forecast accuracy 50.69 50.45 51.00 50.44
Loyalty index in bond market 0.21 0.22 0.21 0.20 ™
=1 if no bond loyalty index 0.53 0.51 0.53 0.56 ™
Loyalty index in equity market 0.40 0.41 ° 0.40 0.40
=1 if no equity loyalty index 0.26 0.26 0.28 0.27
Firm’s share of bank's debt deals prior 5 years (%) 0.04 0.02 0.03 0.03
Firm’s share of bank's equity deals prior 5 yeé®$ ( 0.23 032~ 0.23 0.31
Log issuer’s bond proceeds in prior 5 years (inlsmi 1.75 1.94 ™ 2.35 1.85 ™
Log issuer’s equity proceeds in prior 5 years (imil} 4.27 4.24 3.85 411 ™
Change in bond issue activities 0.22 0.16 ™ 0.18 0.22 ™
Change in equity issue activities 0.06 0.09 ™ 0.17 0.19 *
Institutional holdings (%) 59.64 58.99 65.54 57.00 ™
=1 if bank holds stake in issuer’s equity 0.50 0.48 * 0.47 041 ™
Bank’s market share in debt underwriting (%) 4.00 3.97 3.75 3.44 ™
Bank’s market share in equity underwriting (%) 3.58 3.64 3.39 3.14 ™
Bank’s market share in loan market (%) 1.19 1.19 1.04 1.02
Total assets ($Bn) 13.03 9.08 ™ 11.17 6.12 ™
Tobin's Q 4.43 3.06 ™ 3.52 3.25 ™
Information opacity -10.87 -10.66 ™ -11.08 -10.67 ™
Number of recommendations on the same day 1.63 3.67 ™ 1.28 2.97 ™
No. of observation 9519 5041 6376 6745

* *k *kk

., Significant at the 10, 5, and 1 percent levelspeetively, for a two-tailed test.

5C



Table 4 Univariate analysis of stock recommendatian revisions, and timeliness

This table reports summary statistics on the leegfision, and timeliness of analyst recommendatiafrsued (Panel A) and matched non-sued (Panfainiy
issued by analysts from various types of brokeksgeks. The sample includes recommendations isauétydhe period between the class period stardatg
and the lawsuit filing date. Current recommendatiare those issued during the sample period. Rrimmmendation indicates the latest recommendation
issued by the same broker for the same firm pdahé current recommendation. Change in recommiamdiaidicates the difference between current amnat pr
recommendations. The column labeled “Scaled # diagysie number of days that the current recomméonlat issued after the class period starting (lae
wrong doing beginning date) divided by the duratiém class period and multiplied by 100. Matchaohgle firms are non-sued firms in the same industry
(classified by 2-digit SIC code) as sued firms with closest number of analysts followed by theetd firm size (total assets) during the year gadhe class
period. Significance levels of tests of differengepercentages between lead manager main ban&thadtypes of banks are denoted next to the statiof
other types of banks. The tests of differences éetwhe sued and matched samples for all typearnistare reported at the bottom of the table.

All revisions Downgrade revision only
Prior Change Current Scaled # days Current efdadays
N Mean Mean Mean Median N % of all Mean Median

Panel A: Sued sample
Affiliated analyst:

Lead manager main bank 1,508 4.13 -0.46 3.67 824 798 52.92 3.18 95.2

Co-manager main bank 2,516 4.16 -0.50 3.66 84.2 1,431 56.88 * 3.17 934
Dependent analyst:

Co-manager syndicate bank 2,064 4.05 -0.38 * 3.67 84.1 *~ 1,127 54.6 3.14 93.1
Independent analyst:

Co-lead syndicate bank 1,833 3.88 -0.34 ™ 354 ™ 80.8 956 52.15 3.07 ™ 917 *

Independent group 1,831 4.01" -0.35 ™ 3.66 738 ™ 953 52.05 3.06 ™ 835 ™
All types 9,752  4.05 -0.41 3.64 81.3 5,265 53.99 3.13 91.9
Panel B: Matched sample
Lead manager main bank 766 4.10 -0.28 3.82 65.8 345 45.04 3.29 65.8
Co-manager main bank 1,190 4.05 -0.30 3.75 ° 66.1 574 48.24 3.19 ™ 67.4
Co-manager syndicate bank 1,025 4.04 -0.27 3.77 59.7 " 519 50.63 " 321 * 59.8
Co-lead syndicate bank 1,081  3.8I -0.17 ° 3.64 ™ 64.6 459 42.46 3.14 ™ 67.7
Independent group 1,083  3.97 -0.18 3.78 542 ™ 511 47.18 3.16 ™ 542 ™
All types 5,145 3.99 -0.24 3.75 61.8 2,408  46.8 3.19 63.2
Diff. for all types:t/z-test -4.28 ™ 8.50 ™ 6.81 ™ -155 ™ -8.34 ™ 4.04 ™ -159 ™

* kk kkk

., Significant at the 10, 5, and 1 percent levelspeetively, for a two-tailed test.
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Table 5 Analysis of timeliness of downgrade revisits

In this table, we examine in multiple regressidres effect of various types of brokerage banks ertitheliness of the downgrades of sued firms froendlass
period starting date to the lawsuit filing dated@gressions (1) and (2). Regressions (3) and éfoaithe matched non-sued sample. Regressios (gsed on
all downgrades within the specified periods, widgression (2) is based on only the first downgiafdsach broker-firm pair. The dependent variabléSicaled
# days,” which is the number of days that the mirrecommendation is issued after the class péégihning date (i.e., wrong doing starting date)dgid by
the duration of a class period, multiplied by 1®@&tched sample includes non-sued firms in the sachestry (classified by 2-digit SIC code) as sueah$

with the closest number of analysts followed bydlusest firm size (total assets) during the yemrpo the class period. To formally examine wiestthe
coefficients are different between co-lead syndieatd co-manager syndicate banks, we conduct $dedtreport the results at the bottom of the table
Standard errors (S.E.) are clustered allowing tatioss within brokers.

Sued sample

Matched sample

First downgrades per

First downgrades per

All downgrades broker-firm All downgrades broker-firm
@) (2) 3) 4
Coef. S.E. Coef. S.E. Coef. S.E. Coef. S.E.

Affiliated analyst:

Intercept (=lead manager main bank) 146.31 30.71 ™ 126.83 36.08 ™ 24.43 80.72 -119.30 158.06

=1 if co-manager main bank -7.15 12.78 -5.95 9.66 17.76 17.17 4111  29.71
Dependent analyst:

=1 if co-manager syndicate bank -8.64 12.01 -0.31 10.11 13.59 14.69 28.48 22.66
Independent analyst:

=1 if co-lead syndicate bank -25.81 10.01 ™ -18.18 777 7 -1.31 9.83 -2.73 15.06

=1 if independent group -25.48 17.68 -23.88 17.90 19.88 14.61 40.72 2254 "
Level of prior recommendation -9.09 353 " -4.85 5.22 -2.66 5.63 3.64 12.79
Analyst seniority (year) -0.06 1.20 0.22 1.37 1.12 1.11 1.23 2.10
=1 if all-star analyst -13.96 10.08 -2.47 9.83 9.86 17.90 21.60 31.68
Loyalty index in bond market 26.90 32.25 34.47 25.59 20.67 26.03 2450 39.42
=1 if no bond loyalty index -10.12 7.11 -0.51 7.75 -14.92 12.26 -19.01 20.58
Loyalty index in equity market -23.78 16.69 -33.16 20.51 -29.59 16.75 ° -59.09 24.04 ™
=1 if no equity loyalty index 6.65 8.40 3.63 9.66 -1.50 12.99 -6.47  25.65
Firm’s share of bank's debt deals (%) 0.29 0.93 0.74 0.90 -1.18 2.78 4.33 5.15
Firm’s share of bank's equity deals (%) 0.99 0.87 1.11 0.77 -0.19 0.78 -0.17 2.43
Log issuer’s bond proceeds in prior 5 yrs 5.13 1.00 ™ 4.58 1.13 ™ 1.41 1.30 -0.46 2.36
Log issuer's equity proceeds in prior 5 yrs 5.26 1.41 ™ 4.02 1.40 ™ 414 1.09 ™ 6.24 1.93 ™
Change in bond issue activities -2.96 7.25 -2.72 7.23 13.60 7.78 ° 16.20 10.11
Change in equity issue activities -5.89 331" -6.11 3.55 * -28.22  7.02 ™ -26.26  10.90 *
Institutional holdings (%) -0.14 0.09 -0.09 0.09 0.14 0.14 0.01 0.16
=1 if bank holds stake in issuer’s equity 11.64 6.77 * 13.55 7.80 © -3.69 11.74 -9.49  20.15
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Bank’s market share in debt underwriting (%) -0.52 0.42 -0.52 0.35 -1.77 1.09 -1.67 1.18

Bank’s market share in equity underwriting (%) -1.11 0.75 -0.59 0.76 -0.12 1.07 0.61 1.94
Bank’s market share in loan market (%) -0.62 2.40 -2.55 2.26 3.33 6.61 3.18 7.56
Log (total assets) 0.75 2.05 0.09 1.93 -6.90 361 " -10.86 6.28 ©
Tobin's Q -0.62 0.21 ™ -0.72 0.22 ™ 1.98 1.24 1.22 1.94
Information opacity 1.03 2.63 1.37 2.45 -7.90 6.13 -17.05 11.64
=1 if IPO allocation lawsuit 56.87 7.76 59.99 747 ™

Ln(no of recommendations on the same day) 16.55 511 ™ 21.80 5.86 ™ -4.97 5.05 -9.56 8.49
R 0.08 0.09 0.09 0.13
Number of observations 3,301 2,598 1,471 821
Number of broker clusters 215 215 165 151

Broker fixed effects Yes Yes Yes Yes

F-test (co-manager syndicate = co-lead

syndicate) 3.01 4.86" 0.80 1.32

P-value of F-test 0.084 0.0285 0.373 0.253

* kk kkk

., Significant at the 10, 5, and 1 percent levelspeetively, for a two-tailed test.
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Table 6 Survival analysis of the timeliness of dowgrades

The sued sample includes recommendations issu@tgdbte period between the class period startirig dad the
lawsuit filing date. For each firm-broker pair, githe first downgrade is included and classifiednasfailure event.
For those do not provide any downgrades duringegant window, they are included as the non-faikwent. The

time variable is “Scaled # days,” which is the nembf days that the current recommendation is thsifier the

class period starting date (i.e., wrong doing bieigip date) divided by the duration of a class pkead multiplied
by 100. Matched sample firms are non-sued firnteénsame industry (classified by 2-digit SIC coae)yued firms
with the closest number of analysts followed bydlusest firm size (total assets) during the yemrpo the class
period. The dependent variables are whether a bppkeides a downgrade for a firm at the time thath an action
occurs. Wald tests reported at the bottom of thketexamine whether the coefficients are diffel@itveen co-lead

syndicate and co-manager syndicate. Standard €B8dts) are clustered within brokers.

(1) Sued sample

(2Matched sample

Coef. S.E. Coef. S.E.

Affiliated analyst:

=1 if co-manager main bank 0.058 0.063 0.058 0.142
Dependent analyst:

=1 if co-manager syndicate bank 0.095 0.078 0.236 0.156
Independent analyst:

=1 if co-lead syndicate bank 0.195 0.055 ™ 0.085 0.128

=1 if independent group 0.146 0.082 -~ 0.119 0.168
Level of prior recommendation 0.286 0.034 ™ 0.357 0.045 ™
Analyst seniority (year) 0.005 0.009 -0.004 0.011
=1 if all-star analyst -0.008 0.061 -0.063 0.071
Loyalty index in bond market -0.175 0.111 0.279 0.233
=1 if no bond loyalty index -0.150 0.073 * 0.180 0.145
Loyalty index in equity market -0.108 0.096 0.235 0.114
=1 if no equity loyalty index -0.037 0.078 0.147 0.113
Firm’s share of bank's debt deals (%) 0.000 0.009 -0.049 0.049
Firm’s share of bank's equity deals (%) -0.005 0.004 -0.009 0.017
Log issuer’s bond proceeds in prior 5 yrs -0.046 0.010 ™ -0.012 0.013
Log issuer’s equity proceeds in prior 5 yrs -0.016 0.011 -0.052 0.013 ™
Change in bond issue activities -0.087 0.048 -~ -0.224 0.068 ™
Change in equity issue activities 0.049 0.042 0.292 0.071 ™
Institutional holdings (%) 0.000 0.001 -0.001 0.001
=1 if bank holds stake in issuer’s equity -0.036 0.049 -0.016 0.089
Bank’s market share in debt underwriting (%) -0.001 0.003 0.002 0.005
Bank’s market share in equity underwriting (%) 0.002 0.003 0.005 0.010
Bank’s market share in loan market (%) 0.003 0.014 -0.004 0.018
Log (total assets) 0.078 0.020 ™ -0.013 0.031
Tobin's Q 0.016 0.003 ™ -0.030 0.010 ™
Information opacity 0.074 0.022 ™ 0.016 0.037
=1 if IPO allocation lawsuit -0.723 0.072 ™
Ln(no of recommendations on the same day) -0.170 0.034 ™ 0.006 0.036
Number of observations 3,219 1,720
Number of broker clusters 230 183
Log Likelihood -17696 -7446
Wald test (co-manager syndicate = co-lead
syndicate) 2.639 . 1.926
P-value of Wald test 0.104 0.165

* *k kkk

., Significant at the 10, 5, and 1 percent levelspeetively, for a two-tailed test.
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Table 7 Analysis of timeliness of downgrade revisit of sued firms surrounding Rule 2711

This table reports the effect of various typesafits on the timeliness of the downgrades of suatsfbefore and after the implementation of Rulel2The
full sample period is from the class period startilate to the lawsuit filing date. Columns (1) #Bpare based on a subsample prior to and followingust 1,
2002 when Rule 2711 was adopted, respectively.r@ol(B)-(4) are based on the full sample but incafma Post-rule 2711 dummy and its interactiomser
with all the right-hand side variables. The coedfit estimates and standard errors of the interaegtight-hand-side variables are reported in @ol¢3), and
those of the interaction terms are reported in @ol{4) with the label “*Post-rule 2711". Post-r@dél1 is a dummy variable that equals one for doaahes
provided after August 1, 2002, and zero otherwi$e dependent variable is “Scaled # days,” whidchésnumber of days that the current recommendagion
issued after the class period beginning date (ix@ng doing starting date) divided by the duratida class period, multiplied by 100. To formadlyamine
whether the coefficients are different betweeneam|syndicate and co-manager syndicate banks, meeicoF-tests and report the results at the bottbthe
table. Independent group include independent banlisndependent research firms. Standard errdes)(&e clustered allowing correlations within beok

Subsample Full Sample with interaction terms
(1) Before Rule 2711 (2) Post Rule 2711 (BBa (4) *Post-rule 2711
Coef. S.E. Coef. S.E. Coef. S.E. Coef. S.E.

Affiliated analyst:

Intercept (=lead manager main bank) 198.91 4546 ™ 6175 40.79 177.75 4080 ™ -79.05  41.75 °

=1 if co-manager main bank -12.19 17.57 -4.45 5.90 -11.82 16.82 9.01 17.22
Dependent analyst:

=1 if co-manager syndicate bank -10.30 16.06 -13.13  12.34 -10.34 14.82 -5.08 17.45
Independent analyst:

=1 if co-lead syndicate bank -35.11 15.00 ™ -1193 572 * -34.23 1422 * 20.04  16.37

=1 if independent group -27.77 23.16 -17.87 16.19 -27.14 20.33 9.98 20.32
Level of prior recommendation -14.57 6.05 -9.78 273 ™ -13.77 5.83 ** 5.59 6.92
Analyst seniority (year) 0.30 1.86 -0.57 0.76 0.28 1.81 -0.56 1.70
=1 if all-star analyst -14.88 13.82 0.88 6.01 -14.53 13.19 9.03 15.04
Loyalty index in bond market 20.07 40.02 28.49 25,53 17.48 35.03 -3.41 33.71
=1 if no bond loyalty index -15.96 11.20 7.69 22.08 -17.11 10.61 20.53 17.64
Loyalty index in equity market -44.09 28.57 -5.69 20.39 -36.62 23.44 26.51 22.60
=1 if no equity loyalty index 1.56 15.19 1753 12.71 0.83 13.04 16.69 19.12
Firm’s share of bank's debt deals (%) -0.18 1.30 21.03 325 ™ -0.29 1.29 24.09 452 ™
Firm’s share of bank's equity deals (%) 1.20 0.94 0.26 0.72 1.12 0.94 -1.47 1.42
Log issuer’s bond proceeds in prior 5 yrs 6.90 152 ™ -0.05 1.11 6.94 1.49 -7.40 204 ™
Log issuer’s equity proceeds in prior 5 yrs 6.84 195 ™ 2.12 098 ~ 6.70 1.92 -5.04 201 *
Change in bond issue activities -17.45 9.95 1749 6.18 ™ -17.05 9.86 * 36.13 1068 ™
Change in equity issue activities -10.13 395 ~ 1.74 8.89 -10.28 3.87 ™ 7.03 9.73
Institutional holdings (%) -0.11 0.11 -0.24 011 * -0.12 0.11 -0.10 0.14
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=1 if bank holds stake in issuer’s equity 16.88
Bank’s market share in debt underwriting (%)  -0.62
Bank’s market share in equity underwriting (%) -0.33

Bank’s market share in loan market (%) -0.11
Log (total assets) -0.84
Tobin's Q -0.70
Information opacity 1.62
=1 if IPO allocation lawsuit 58.76

Ln(no of recommendations on the same day) 21.52

R? 0.09
Number of observations 2,464
Number of broker clusters 179
Broker fixed effects Yes
F-test (co-manager syndicate = co-lead

syndicate) 3.84"
P-value of F-test 0.0515

8.67
0.55
1.37
3.37
2.58
0.27
3.32
7.83
6.25

-1.21
1.42
-1.05
12.99
2.63
-4.00
-4.09

2.59

0.29
837
124
Yes

0.01

0.919

6.81
1.87
0.67
9.45
2.96
1.99
3.40

3.45

*k

15.99
-0.57
-0.31
0.01
-1.12
-0.70
0.90
58.90
21.46

0.09
3,301
215
Yes

5.43

0.0207

8.15
0.43
1.08
2.89
2.43
0.26
3.22
7.75
6.23

*

-14.38
-2.04
-0.56
7.28
5.06
-3.76
-4.47

-16.61

410
0.0440

8.66
1.19
0.67
4.06
3.83
1.90
4.50

8.07

*k

*k

*
)

*k kxk

. Significant at the 10, 5, and 1 percent levelspeetively, for a two-tailed test.
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Table 8 Difference-in-differences tests of the mearhanges of syndication relationships surroundingysidicate bank downgrades issued earlier than
main bank downgrades

This table reports mean values of changes in sgtidit relationship (in %) surrounding early dowrdga made by syndicate banks prior to main banks.
Syndication relationship in Panel A is calculatgdilggregating dollar amounts of equity deals duangvent window lead-managed by the main bankewhi
the co-manager syndicate banks serving as co-mendges aggregated number is then scaled as ameage of total dollar amounts of all equity isstem
lead-managed by main banks during the same pdtemkl B includes equity deals that the co-leadisgbel banks work with the main banks. We first répo
the deals in which these co-lead syndicate bank® ss co-managers followed by the deals that imatim banks and syndicate banks share the lead roles
Column 1 (2) covers the year prior to (followingjwehgrades made by syndicate banks. Column 3 (&rsdlaree years prior to (following) downgrades enad
by syndicate banks. The treatment group includestied firms and the control group includes matctoedsued firms.

No. of (1) Prior (2) Following  Difference: (3) prior (4) following Difference:
Time period during Obs. year year 2) - (1) three years  three years 4)—-(3)
Panel A. Co-manager syndicate banks
Sued sample 291 14.99 13.39 -1.61 12.35 13.61 1.27
Matched sample 141 12.44 15.70 3.26" 11.59 14.83 324 7
Diff.: Sued - Matched 2.55 -2.31 -4.86 " 0.76 -1.21 -1.97
Panel B. Co-lead syndicate banks
Serving as co-managers
Sued sample 261 23.25 25.07 1.83 25.52 22.85 267
Matched sample 193 23.07 24.49 1.42 26.04 21.20 483
Diff.: Sued - Matched 0.18 0.59 0.40 -0.51 1.65 2.17
Serving as co-lead managers
Sued sample 235 7.65 10.03 238" 743 11.88 445 7
Matched sample 163 7.28 7.07 -0.21 6.23 8.98 275
Diff.: Sued - Matched 0.37 2.96 259 ° 1.20 2.90 1.70

* kk kkk

., Significant at the 10, 5, and 1 percent levelspeetively, for a two-tailed test.
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